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The generation of patterns and the diversity of cell types in a multicellular organism require differential gene regulation. At the heart of this process are enhancers or cis-regulatory modules (CRMs), genomic regions that are bound by transcription factors (TFs) that control spatio-temporal gene expression in developmental networks. To date, only a few CRMs have been studied in detail and the underlying cis-regulatory code is not well understood. Here, we review recent progress on the genome-wide identification of CRMs with chromatin immunoprecipitation of TF-DNA complexes followed by microarrays (ChIP-on-chip). We focus on two computational approaches that have succeeded in predicting the expression pattern driven by a CRM either based on TF binding site preferences and their expression levels, or quantitative analysis of CRM occupancy by key TFs. We also discuss the current limits of these methods and highlight some of the key problems that have to be solved to gain a more complete understanding of the structure and function of CRMs.
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Introduction

It is widely accepted that enhancer elements or cis-regulatory modules (CRMs) contain the information that mediates spatially and temporally restricted gene expression. CRMs are bound by transcription factors (TFs) that act in a combinatorial and context-dependent manner. The integration of TF input by a CRM eventually promotes or inhibits the expression of the neighboring gene. Yet, TF binding data obtained from in vitro experiments and mutational CRM structure-function analysis have neither been sufficient to predict CRMs, nor have they been able to predict the activity of a given CRM.[1] One of the central aims of current genome biology is to unravel the general principles of TF targeting and information integration on CRMs that determine developmental patterns in vivo. As CRMs do not act in isolation, we also need to understand the complex gene regulatory networks in which key TFs dynamically bind to hundreds of CRMs and cause feedback on other CRMs depending on the developmental context.[2, 3] Therefore, deciphering the CRM binding code, i.e., the grammar that translates bound TF complexes into spatio-temporal expression patterns (at the level of the cis-regulatory code) will eventually allow the identification of all CRMs within a given network to obtain a comprehensive map of their temporal and combinatorial activities (the regulatory network level).

Identifying regulatory regions at the genome level

One way to identify CRMs is by sequence conservation analysis,[4] as functionally relevant TF binding sites are often conserved. Indeed, there is evidence for conservation especially for highly bound and clustered regions.[5–8] A recent study has demonstrated that functional regulatory motifs can be extracted using this type of phylogenetic footprinting.[9] However, it appears that CRMs that lead to the same embryonic expression patterns in different Drosophila species often lack conservation and differ dramatically in sequence and spacing of TF binding sites.[10] This means that conservation analysis can be an indicator of functionality of a regulatory motif and, therefore, a simple tool for identifying CRMs;
however, lack of conservation does not necessarily mean absence of function.

Another strategy is chromatin immunoprecipitation with antibodies against key regulator TFs followed by microarray hybridization (“ChIP-on-chip”) or deep DNA sequencing (“ChIP-seq”) that has recently allowed high-throughput genome-wide localization of CRMs.[5, 6, 8, 11, 12] ChIP is an accurate technique for unbiased, high-resolution in vivo assessment of protein–DNA interactions that gives a quantitative measure of TF occupancy without requiring previous knowledge about TF concentration, diffusion rate, expression pattern, target affinity or interaction with other factors. The identification of TF binding peak clusters allowed the mapping of a remarkably large number of novel candidate CRMs that had not been found in genetic screens, through conservation analyses, or with DNA binding assays.[5, 8] Moreover, large-scale projects such as the model organism Encyclopedia of DNA Elements (modENCODE) will provide us with unprecedented, comprehensive information about the global and dynamic activity of CRMs by mapping and comparing functional elements in the Caenorhabditis elegans and Drosophila genomes.

Two computational approaches for predicting expression patterns

Although it is currently not clear how many of the candidate regulatory elements are functional, ChIP technology, and conservation analyses have allowed tremendous progress in the identification of CRMs. An emerging goal and major challenge of the field is now to predict the activity of an uncharacterized CRM based on its organization. This has been recently attempted by two computational modeling approaches that differ in the input parameters (Fig. 1): One made use of TF expression levels as well as the arrangement and quality of their binding sites to predict the expression profile of an arbitrary DNA sequence. Segal et al.[13] achieved this by generating a model based on the biochemical properties and binding site preferences of eight key TFs (Bicoid, Hunchback, Caudal, Kruppel, Giant, TortRE, Knirps, and Tailless) of the early Drosophila segmentation network (Fig. 1A). Its CRMs are complex, as they do not act as simple switches based on the binding of selector TFs, but they are able to read gradients of TF activity.[14] The model nonetheless accurately predicted the activity of relatively broadly active gap gene CRMs (e.g., for knirps, giant, and hunchback) even across species. This means that knowing the TF concentration as well as the arrangement and quality of TF binding sites can be sufficient to explain complex segmentation patterns. Moreover, these parameters appear to be crucial for CRM output in this developmental context. The algorithm reached its limits for more refined pair-rule modules (e.g., even skipped); however, such failure could still give useful hints at missing components, e.g., the lack of activators or repressors.

As detailed knowledge of biochemical TF properties is often not available, a second approach based on the ChIP-on-chip technology was developed by Zinzen et al.[8] who generated a comprehensive catalogue of CRMs involved in Drosophila mesodermal development that are bound by five key TFs (Twist, Myocyte enhancer factor 2, Timman, Bagpipe, Biniou). The authors identified clusters of TF binding peaks that were grouped into more than 8,000 candidate CRMs. By addressing 15 consecutive developmental time points, the authors were also able to assess the temporal occupancy of these regions. They then tested the activities of 36 CRMs with an in vivo reporter assay and found that 35 were sufficient to drive expression in mesodermal tissue. Finally, to ask whether combinatorial TF information obtained from the ChIP experiments (Fig. 1B) was able to serve as predictor of mesodermal CRM activity, the authors defined five broad and partially overlapping categories [meso muscle, visceral (gut) muscle, somatic muscle, meso and somatic muscle, visceral, and somatic muscle] and trained a machine-learning algorithm (a support vector machine) with the respective CRM activity information. Remarkably, the algorithm correctly predicted spatio-temporal expression patterns for 25 out of 35 CRMs (71%), simply based on the spatio-temporal CRM occupancy and intensity of the TF binding peaks obtained by ChIP-on-chip.

It is impressive that this learning/prediction experiment shows that one can, to some extent, predict CRM activity in the early Drosophila embryo without having fully deciphered the cis-regulatory code.[8] However, the categories for scoring the CRM expression patterns were quite broad (e.g., “somatic muscle,” “visceral muscle”) and the origin of more refined expression in subsets of mesodermal tissue was not addressed. The algorithm was less efficient when knowledge of key regulators was sparse, as evidenced by the class of somatic muscle tissue where only the general muscle differentiation factor MeF2 is known. In this case, only two out of seven known CRMs were correctly predicted. It could be that the algorithm had learned rather simple rules, as correct predictions seemed to often match the expression domains of the key TFs. For instance, binding of the Twist selector gene is a strong
predictor of mesoderm expression, while binding of the specification factor Biniou clearly determines CRM activity in visceral muscles. Nevertheless, the success of the method is fascinating and testing the algorithm on larger datasets and in different developmental contexts will tell us how powerful this approach is.

Taken together, these two novel strategies for predicting CRMs underline the importance of strong experimental data as a basis for computational approaches to understand gene regulation. The first one (predicting expression patterns based on TF concentration and binding affinity) turned out to be a powerful tool for predicting complex segmentation patterns without knowing the whole map of CRMs involved, and will be useful in regulatory networks where detailed knowledge about the biochemical properties of key regulators is available.[13] The second one (predicting expression patterns based on binding intensity and temporal CRM occupancy) does not require this information and instead succeeds by using in vivo TF binding and CRM activity data.[8] This more general approach can be readily applied to any CRM network for which ChIP-on-chip datasets are available.

Variability of the cis-regulatory code and CRM architecture

Although predicting CRM activity based on few input parameters is possible and hints at general regulatory rules, the assumption that there would be only one general cis-regulatory code is overly simplistic. In line with this hypothesis, Zinzen et al.[8] made the interesting observation that, in some instances, TF occupancy on CRMs was variable and that flexible TF binding profiles (in terms of TF identity, binding duration and ChIP peak heights) could converge toward similar spatio-temporal activity in the mesoderm. An example of this unexpected plasticity is a CRM that belongs to the visceral muscle class despite showing additional binding of the early factors Twist and Tinman. The lack of stringency and the discovery of redundant versions of the code are in line with studies of embryonic patterning with the even skipped enhancer as a model CRM that reported that the arrangement and evolutionary conservation of TF binding sites can be flexible and still result in the same pattern across species.[10, 15, 16] Variability of motif sequence, spacing, order, relative orientation, and motif composition of a given CRM confirms that the rules governing regulatory output can be variable.[17]

The early-acting and variable CRMs mentioned above resemble one of two extreme types of CRMs, the “billboard” type:[18] such CRMs are flexible in motif arrangement and processing of information, as they are able to translate multiple interactions into defined outputs. Contrary to this variability, the second CRM type is more restrictive as it requires highly cooperative and coordinate action of TFs on rather precisely arranged binding sites like the interferon-beta enhancer[19] (“enhanceosomes”-type CRMs). Interesting candidates for this CRM type are rhodopsins that require fewer than 300 base pairs to control subtype-specific spatial and temporal pattern.[20] They share motifs perfectly conserved over 60 million years, such as the RCS1/P3 motif located 15–30 base pairs upstream of the TATA box that is thought to be recognized in vivo by a Pax6 protein, the master regulator of eye development.[21, 22] Additionally, the distinction of photoreceptor subtypes also involves highly conserved homeodomain binding sites that are only present in the CRMs of the appropriate rhodopsins and not in the others.[23] An explanation for the more restricted architecture of these late-acting CRMs is that they act to elaborate a differentiated state rather than establishing differences in cell fate between adjacent cells as the examples for the billboard type mentioned above. Such differences between CRMs should be given more attention in the future and we need the characterization of a larger number of individual CRMs to determine how representative these two categories are or whether most CRMs are in between them.

The problem of TF binding specificity

In addition to the problem of variability in binding to the CRM and its architecture, the mechanisms underlying TF binding specificity are not fully understood. It has long been known that TFs recognize short, degenerate sites of five to ten base pairs.[24] However, many of these sites occur by chance and may be bound by TFs,[12] but only a subset is believed to be functional. On the other hand, how can TFs direct specific expression, when for instance many homeodomain TFs that have different functions in vivo bind to very similar sequences in vitro? In this respect, considerable progress has been made in the classification of most fly and mouse homeodomain TFs,[25–27] but there are still some gaps in our understanding of what distinguishes the members of a TF group in terms of specific DNA binding.[28] It appears now that the amino acids contacting base pairs in the major groove are not the only ones to be important; minor groove contacts and even the primary sequence of the DNA target that dictates three-dimensional structure of the DNA also matter considerably.[28, 29] In addition, interactions with cofactors affect specificity.[30]

The problem of “nonspecific” versus “specific” binding is also apparent in some of the recent ChIP-on-chip studies that have unexpectedly reported significant and reproducible low-level TF binding to up to thousands of sites for 21 TFs of different binding domain types in the Drosophila blastoderm.[7, 9, 12] These low-level bound regions were either in protein-coding or non-conserved non-coding regions of housekeeping genes and/or genes that have no detectable expression in the blastoderm.[7] Simple explanations for this puzzling result could be a methodological problem (noise in the chip experiments), heterogeneity of the blastoderm tissue or non-functionality of these sites. The latter assumption would also explain why there was no apparent selection against this low-level binding, and could mean that some of these neutral elements are material for the evolution of new CRMs. However, some of these regions that are not sufficient for driving expression could have a more subtle function in regulating neighboring genes that are not detected in reporter assays that only address broad expression patterns.[31] Alternatively, they may be relevant for interactions with other CRMs, for regulating the number of available TFs in the nucleus, or they only become meaningful at a later time point in development, for instance when the chromatin state...
changes. These options have to be addressed in future experiments, as they are of critical importance for our understanding of TF-CRM interactions.

Conclusion

There has been tremendous progress in the mapping and analysis of CRMs in recent years. To understand a cis-regulatory network in its entirety, it is essential to identify (i) the expression patterns of key TFs, (ii) CRMs and their temporal TF occupancy, and (iii) the logic of individual CRMs. For requirement (i) and (ii), ChIP, either combined with microarrays or deep sequencing,[6] complemented by conservation analysis, has proven to be a powerful tool that will provide global insights into combinatorial TF binding. The study by Zinzen et al.[8] shows that the relative level of TF occupancy is relevant and that the temporal dynamics should be taken into account in future studies. Moreover, larger datasets, for instance from the modENCODE project,[11] will tell us how robust and reliable machine learning algorithms are in predicting CRM activity, and it will be interesting to test whether some of the results found for embryonic CRMs can be applied to other developmental contexts.

Concerning requirement (iii), one should keep in mind that cis-regulatory logic cannot be fully understood by simply knowing key regulators, their binding affinities and the localization of their binding sites, as shown by the failure to reconstruct CRMs.[1] This means that we have to expand our knowledge about CRM architecture by thoroughly dissecting a larger number of individual CRMs. Taken together, the increasing knowledge obtained from the detailed dissection of individual CRMs, in combination with genome-wide ChIP-on-chip datasets, will allow us to make further progress toward understanding the cis-regulatory code.
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